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Abstract— Deep convolutional neural networks (CNNs) have
improved remote sensing image analysis, but their high compu-
tational demands may limit their deployment on low-end devices
with limited resources, such as intelligent satellites and unmanned
aerial vehicles. Considering the computation complexity, we pro-
pose a guided hybrid quantization with one-to-one self-teaching
(GHOST) framework. More concretely, we first design a structure
called guided quantization self-distillation (GQSD), an innovative
idea for realizing a lightweight model through the synergy
of quantization and distillation. The training process of the
quantization model is guided by its full-precision model, which is
time-saving and cost-saving without preparing a huge pretrained
model in advance. Second, we put forward a hybrid quantization
(HQ) module that automatically acquires the optimal bit-width
by imposing a threshold constraint on the distribution distance
between the center point and samples in the weight search space,
aiming to retain more shallow detail information that is advanta-
geous for small object detection. Third, to improve information
transformation, we propose a one-to-one self-teaching (OST)
module to give the student network the ability to self-judgment.
A switch control machine (SCM) builds a bridge between the
student and teacher networks in the same location to help the
teacher reduce wrong guidance and impart vital knowledge about
objects without vast background information to the student.
This distillation method allows a model to learn from itself and
gain substantial improvement without any additional supervision.
Extensive experiments on a multimodal dataset (VEDAI) and
single-modality datasets (DOTA, NWPU, and DIOR) show that
object detection based on GHOST outperforms the existing
detectors. The tiny parameters (<9.7 MB) and bit-operations
(BOPs) (<2158 G) compared with any remote sensing-based,
lightweight, or distillation-based algorithms demonstrate the
superiority in the lightweight design domain. Our code
and model will be released at https://github.com/icey-zhang/
GHOST.
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I. INTRODUCTION

IN THE field of remote sensing, object detection plays a
critical role in many applications by identifying objects

of interest [1]. Although universal detectors based on deep
learning for natural images have been introduced in remote
sensing, specialized detectors for remote sensing scenes have
been designed and improved to meet specific object detection
tasks. Despite the significant strides made in deep learning,
deploying models on resource-constrained devices remains
daunting. Within the satellite domain, high-performance com-
puting hardware, such as graphics processing units (GPUs)
and field-programmable gate arrays (FPGAs), are commonly
employed for real-time image analysis and processing, along
with the acceleration of machine learning algorithms [2], [3].
However, given the peculiar working conditions, satellite plat-
forms impose stringent constraints on onboard hardware’s size
and power consumption, often necessitating bespoke designs
that cater to application-specific requirements.

One of the foremost challenges posed by existing deep
neural network-based object detection architectures is their
computational and storage requirements, which can be pro-
hibitively taxing for remote sensing devices, such as satellites,
drones, and airplanes, with limited computing resources. For
instance, the VGG-16 [4] model consists of 138.34 million
parameters, occupies over 500 MB of storage, and requires
15.5 billion floating-point operations to analyze a single
image. Such high-complexity models can easily exceed the
computational limitations of most remote sensing devices,
hindering practical deployment in resource-limited scenarios
and increasing the burden of processing large volumes of
images. To address this issue, several compression schemes
have been proposed, including pruning [5], quantization [6],
[7], [8], and distillation [9], [10].

Quantization algorithms [11], [12] directly compress the
cumbersome network, effectively reducing the computation
cost and model size with a great compression potential. How-
ever, trivially applying quantization to convolutional neural
networks (CNNs) usually leads to inferior performance if the
compression bit decreases to a low level. Some knowledge
distillation (KD) methods [13], [14] are proven to be valid to
elevate the performance of the lightweight model but have to
pre-train a huge teacher model as a guide of the student model,
which is time-consuming and resource-consuming [15].
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Self-distillation methods [16], [17] overcome this problem via
the transfer of information inside the model itself without
introducing extra huge storage and time consumption from
the teacher model.

The above view naturally leads to two questions: 1) what
research results will we get if we combine quantization
and distillation by using a small full-precision network to
guide the learning process of a quantization network for
this full-precision network in the remote sensing field? and
2) can the obtained quantization network overcome the
problems of small target detection difficulties and complex
background interference in remote sensing object detection?
In this way, the formidable compression capability of quan-
tized networks can complement and cooperate with the
performance of full-precision networks, making it feasible to
utilize quantized networks in remote sensing object detection.

In this article, we design an adaptive one-to-one educational
policy pertaining to the full-precision network and the quan-
tization network. We propose a simple yet novel approach
that allows the quantization network to reinforce presenta-
tion learning of itself relative full-precision network without
the need for additional labels and external supervision. Our
approach is named guided hybrid quantization with one-to-one
self-teaching (GHOST) based on the guided quantization self-
distillation (GQSD) framework. As the name implies, GHOST
allows a network to exploit useful and vital knowledge derived
from its own full-precision layers as the distillation targets for
its quantization layers. GHOST opens up new possibilities of
training accurate tiny object detection networks.

Instead of training a large teacher model comes first, fol-
lowed by distilling the knowledge from it to the student model,
we propose a two-step mixed-bit self-distillation framework,
in which the training process of the second quantization step
is based on the pretrained small full-precision model. In other
words, our proposed method can be applied in the lightweight
model to obtain a smaller network to achieve detection
acceleration. And the one-to-one self-training (OST) mod-
ule creates distillation relationships automatically by switch
control machine (SCM), thereby aiding the student model in
detecting small objects in remote sensing images and reduc-
ing the impact of complex background information during
the feature extraction phase via this distillation technology.
Additionally, our hybrid quantization (HQ) method adaptively
sets a larger bit-width in the shallow layers of the network
to retain more detailed information in these layers, thereby
improving the detection of small objects in remote sensing
images. It also performs better compared with the standard
fixed bit quantization. As shown in Fig. 1, the proposed
framework not only requires less computation cost (from
17 024 to 692 G BOPs on the VEDAI dataset, a 24× reduction
in training complexity) but also can accomplish much higher
accuracy (from 75.92% in traditional quantization to 80.31%
on SuperYOLO).

The main contributions of our work are as follows.
1) We propose a unified guided quantization method

GQSD, which can tackle the lightweight object detec-
tors’ quantization optimization problem in remote
sensing. We are the first to formulate an adaptive

Fig. 1. Comparison of training complexity, and accuracy between traditional
distillation, traditional quantization and proposed mixed-bit self-distillation
(reported on VEDAI fold one validation).

one-to-one education policy between the full-precision
network and the quantization network at the same struc-
ture in object detection.

2) Based on the finding of weight value distribution
features of remote sensing images, we design an
HQ module whose adaptive selection of the core infor-
mation of the weight values for quantization with
a constrained preset condition can keep the balance
between accuracy and efficiency.

3) Aiming to offset the loss of the quantization information,
the SCM is adopted to enable the student to distinguish
and close the teacher’s wrong guidance and mine the
correct and vital knowledge from self-distillation.

The rest of this article is organized as follows. Section II
gives a rough overview of the specific related work to
this article. Section III presents our proposed method in
detail. Section IV introduces experimental results and analysis.
Section V concludes this article and discusses future work.

II. RELATED WORK

In this section, we reviewed related work from object
detection and network compression and acceleration in detail.

A. Object Detection in Remote Sensing

Various CNN-based object detection architectures, both
two-stage [18], [19], [20] and one-stage [21], [22], showed
promising performance, bringing the natural image object
detection field to a new level. To solve the dilemma of the
category imbalance, RetinaNet [23] reduced the weight of
massive amounts of simple negative samples in training by
designing a focal term for cross-entropy loss. As an anchor-
free method, FCOS [24] has eliminated the need for adjusting
hyperparameters and calculations related to anchor boxes.

Authorized licensed use limited to: XIDIAN UNIVERSITY. Downloaded on January 11,2024 at 07:02:21 UTC from IEEE Xplore.  Restrictions apply. 



ZHANG et al.: GUIDED HYBRID QUANTIZATION FOR OBJECT DETECTION IN REMOTE SENSING IMAGERY 5614815

ATSS [25] selected positive samples adaptively to enhance
the detection performance.

Remote sensing images owned complex backgrounds and
multiscale objects compared to natural images. Therefore,
researchers proposed many object detection algorithms based
on deep learning for remote sensing images and have devoted
themselves to improving the feature extraction performance
of deep learning networks and the regression method of
the detector’s bounding boxes. Cheng et al. [26] developed
a feature enhancement network to improve object detec-
tion in remote sensing images. Wu et al. [27] proposed
a global context aggregation module to combine high-level
and low-level features through feature weaving and a fea-
ture refinement module to enhance feature distinction at
different scales for detecting rotating objects with a large
aspect ratio and dense arrangement. Hou et al. [28] introduced
the asymmetric feature pyramid network with a dynamic
feature alignment module and area-IoU regression loss to
detect multiclass objects with arbitrary orientations in remote
sensing images. Xu et al. [29] addressed the issue of spa-
tial misalignment between ground truth and anchors with a
new pseudo-anchor proposal module. Cheng et al. [30] pro-
posed a novel anchor-free oriented proposal generator that
abandons horizontal box-related operations from the net-
work architecture. Huang et al. [31] proposed an anchor-free
object-adaptation label assignment strategy to define positive
candidates based on 2-D oriented Gaussian heatmaps, reflect-
ing the shape and direction features of objects in the detection.

However, these detectors usually demanded significant com-
putational resources to reach satisfactory detection results,
which hindered their deployment on intelligent terminals with
limited computing power. To accelerate object detection algo-
rithms, we introduce a guided HQ approach with a one-to-one
self-teaching (OST) framework. This technique allows us to
obtain a lightweight quantized network from high-performance
neural networks, facilitating faster inference.

B. Deep Network Compression and Acceleration

Although the speed of one-stage detection networks is supe-
rior, their large model size and high computational complexity
still requires exploration. Some researches focused on the
design of a lightweight backbone. MobileNetV2 [32] utilized
the depthwise separable convolutions to build a lightweight
model. ShuffleNet [33] and SqueezeNet [34] also effectively
reduced the memory footprint during inference and speed
up the detection. In the literature, a potential direction of
model compression was KD which concentrates on transfer-
ring knowledge from a heavy model (teacher) to a light one
(student) to improve the light model’s performance without
introducing extra costs [35]. Whereas the KD enabled utilizing
the larger network in a condensed manner, the pretraining
of the large network requires extra substantial computation
resources to prepare the teacher network [16]. The prepa-
ration of the pretrained teacher network is time-consuming
and cost-consuming. The self-KD [15], [16], [17] can over-
come this problem by distilling its own knowledge without
prior preparation of the teacher network. Quantization was
another way to compact the model directly and compress the

ponderous network by using low-bit representation. Mixed-
precision quantization method used different numbers of bits
for a given data type to represent values in weight tensor.
Many works [11], [36], [37] showed that the mixed-precision
method is efficient for quantizing network layers that have dif-
ferent importance and sensitiveness for the bit-width. However,
trivially applying quantization to CNNs usually led to inferior
performance if the compression bit decreases to a low level.

In the remote sensing field, the distillation [38], [39]
was gradually utilized in many tasks. Li et al. [40] pro-
posed a relationship construction approach to enhance the
learning of intraclass compactness and interclass dispersion.
Yang et al. [14] proposed an adaptive reinforcement supervi-
sion distillation framework to promote the detection capability
of the lightweight model. Yang et al. [41] introduced a cate-
gory correlation and adaptive distillation method for accurate
and compact cloud detection.

Although these distillation algorithms have brought many
improvements in accuracy to remote sensing models, there
is still great potential for model compression. In our article,
we first combine the synergy of the quantization and distil-
lation in remote sensing to compress detection models with
significant compression capabilities without the need for a
large pretrained model, thereby saving time and cost.

III. NETWORK ARCHITECTURE

In this section, we first revisit conventional KD and
describe the proposed GHOST framework in Section III-A.
Then, we present the details of the inspired HQ algorithm
(Section III-B), and this quantization training process is guided
by an OST method illustrated in Section III-C.

A. Overview

KD is a widely applied method that can be expressed as
a knowledge transformer from teacher to student. Given a
teacher model T and a student model S, the X denotes the
data examples of models. Here, they can be the same for the
teacher and the student model. In general, the KD machine
can be uniformly expressed as

min LKD = min
∑
xi ∈X

L(T(xi ), S(xi )) (1)

where L is the loss function that penalizes the differences
between the teacher and the student. xi denotes the one sample
from X.

The student model is commonly designed in a small size
to achieve the purpose of model compression in which the
performance of the student can chase the teacher but consumes
a computing-friendly resource. Distillation improves model
performance, robustness, and generalization for tasks requiring
high precision and high performance [13], while quantization
can reduce the model size and computational complexity and
is suitable for small devices [6]. This indicates that there is
significant room for improvement in KD-based quantization
algorithms [36] that combine quantization and distillation.

We aim to develop a novel and generic baseline network
with a focus on the learnable knowledge characteristics, mak-
ing it well-applicable to the highly accurate and fine object
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Fig. 2. Overview of our proposed framework. An attention-based model determines similarities between the teacher and student features. Knowledge from
each teacher feature is transferred to the student with similarities identified by the SCM by self-distillation with the same structure. The mixed bit-widths of
the student network for quantization are based on the search results of the full-precision weights research space of the teacher network in the same layer.

detection of RS images with less computational costs. The key
to model quantization with knowledge learning is to reduce
the discrepancy, which can be punished by distance or angle
loss function between full-precision model P (teacher) and
low-precision model Q (student) through optimizing Q, which
can be expressed as

Q∗
= min

Q

∑
xi ∈X

L(P(xi ), Q(xi )). (2)

The weights of the teacher are frozen without gradient
propagation when the teacher network guides the training
of the student network. Based on the above presentation,
we design an effective teacher–student distillation framework
called GQSD which can be represented as

min LKD = min
∑
xi ∈x

L(P(xi ), Q(xi ))

s.t. WQ = W, BQ = B. (3)

Specifically, a fully accurate network plays a pivotal role as the
foundation for the teacher model, with trained weights W and
bit-width settings B calculated within the weight constraint
space of the network. The initial weights of the quantized
model WQ and bit-width BQ are derived from the full-precision

network, which guides the quantization process and facilitates
the discovery of essential knowledge related to specific fea-
tures by the teacher.

The loss function is designed on the features of the inter-
mediate layer or soft object predictions of region proposals
in the classification head to imbue the student with dark
knowledge inside the teacher [42], [43]. Intermediate features
are employed to enhance the performance of KD to extend
the proposed method to various object prediction representa-
tions, such as oriented bounding box (OBB) and quadrilateral
bounding box (QBB).

As shown in Fig. 2, we propose a GHOST framework that
concludes an HQ module and an OST module. The mixed
bit-widths of the student network for quantization are based on
the search results of the full-precision weights research space
of the teacher network in the same layer. We design an SCM as
R to generate an attention map that gains intermediate feature
similarities between intermediate features of the teacher and
student to improve the performance in KD. The SCM controls
the distillation switch and determines which knowledge should
be delivered dynamically. Knowledge from each teacher fea-
ture is transferred to the student with similarities identified
by SCM by self-distillation with the same structure. With a
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Fig. 3. (a) Distance between different categories is relatively far which indicates that the weight distribution is dispersed and complicated in the initial layer.
This is due to the fact that the color and texture features, which are detailed and multifarious, are captured in the shallow layer. As the layer propagates
forward (b) and (c), the convolution weight becomes converging gradually.

pretrained full-precision model as initial weight, the quanti-
zation and distillation processes are conducted simultaneously
to ultimately obtain a small, lightweight model with little loss
of accuracy. The details of the modules will be described as
follows.

B. Hybrid Quantization

Powerful deep networks normally benefit from large model
capacities but induce high computational and storage costs.
Model quantization is a promising approach to compress deep
neural networks, making it possible to be deployed on edge
devices. The quantization operator divides the weight into
different fixed values by a quantization function which can
be regarded as a cluster of convolution kernels in substance.
The different scale weights are clustered to a certain value.

To illustrate this intuition explicitly, a SuperYOLO [44]
network model, which consists of 60 convolutional layers,
is trained based on the VEDAI dataset. After training, test
samples are fed into the model. The convolution weight is first
clustered into different categories by k-means and then trans-
formed into 2-D by t-SNE [45] to realize the visualization.
As shown in Fig. 3, the convolution kernel weights in (a) 0th,
(b) 26th, and (c) 52nd convolutional layer are clustered in
different numbers. In Fig. 3(a), the distance between different
categories is relatively far, which indicates that the weight
distribution is dispersed and complicated in the initial layer.
This is due to the fact that the color and texture features, which
are detailed and multifarious, are captured in the shallow layer,

and as the layer propagates forward [Fig. 3(b) and (c)], the
convolution weight becomes converging gradually. In other
words, the semantic features in the deep layer are more robust
and condensed so that the clustering categories of weights
can be relatively reduced with the deepening of the network
layers. When a larger bit-width is set in the shallow layers of
the network, the quantized network can retain more detailed
information in these layers, which is beneficial to the detection
of small objects in remote sensing images.

Based on this finding, the HQ approach is introduced
to determine the optimal bit-width definition in the weight
value space. To this end, a hyperparameter T is first defined
as a threshold to restrict the search space and control the
compression rate of the quantization model. The bit-width
search strategy of each convolution layer is then described
as follows:

Bl
= argmax (d(nl))

s.t. d(nl) < T . (4)

The notation l is used to represent the lth convolution layer,
while the function d(·) measures the clustering extent of the
weight cluster in each layer. The clustering category is set
to 2n corresponding to the 2n number at the n bit-width
quantization. The symbol Bl represents the selected superior
and adaptive bit-width of the lth convolution layer. The aim of
this definition is to find the limited maximum clustering extent
d(nl), which corresponds to the minimum clustering categories
of 2n (indicating the minimum bit-width n) for each layer.
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The initial bit-width is set to 8, and the (4) can be deduced
accordingly

Bl
= min(n|d l(n) < T ), n = bmin, bmin + 1, . . . , 8 (5)

where the bmin is a limit on the minimum bit-width allowed
in the quantization process, and its value is set in advance.
Initially, the clustering extent d l(n) is computed for all bit-
widths n = bmin, bmin + 1, . . . , 8. Subsequently, the smallest
bit-width n that satisfies the condition d l(n) < T is identified
and set as the bit-width Bl for the corresponding convolution
layer. Essentially, this entails searching for the minimum
bit-width that achieves a clustering extent lower than the
threshold T . This process is then repeated for each convolution
layer, resulting in an optimized bit-width for each layer. The
activation following this convolution layer keeps the same
bit-width.

To determine the final bit-width for quantizing the lth con-
volution layer weight, we use a distribution distance defined
as follows:

d l(n) =
1
M

M∑
j=0

2n∑
i=0

(
wl

i j − cl
i

)2
(6)

where M is the total number of kernel weights, given by
M = Cin × Cout × K × K , and Cin, Cout, and K are the input
channels, output channels, and kernel size of the convolution
layer, respectively. The k-means++ algorithm is applied to all
weight values of each convolution layer for different cluster
categories. cl

i and wl
i j are the cluster centers and samples,

respectively. The HQ of the whole network definitely can be
collected as follows:

B = [B1, B2, . . . , BL
] (7)

where the L is the total number of convolution layers, and the
bit-width decreases progressively as the network propagates
forward.

Taking the distance threshold T = 50 as an example,
Fig. 4 demonstrates the judgment results of bit-width for
each convolution layer. It can be indicated that the values
of bit-width progressively decrease with the deepening of the
network layer. In addition, the bit-width of the convolution
layer before the detection process may be relevantly large to
maintain more location discrimination information.

We use a simple-yet-effective quantization method which
refers to [8] for both weights and activations. The uniform
quantization function q(·) is defined as

q(v, k) =
1

2k − 1
round((2k

− 1)v) (8)

where v is a real number indicating the full-precision (float32)
value, v ∈ [0, 1]. The output q(v, k) of quantization function
is a k bits real number, q(v, k) ∈ [0, 1]. The quantization
calculations of lth convolution layer weight and activation are
defined as follows:

w̄l
i j = 2q

(
tanh

(
wl

i j

)
2 max

(∣∣tanh
(
wl

i j

)∣∣) +
1
2
, Bl

)
− 1 (9)

āl
i = q

(
al

i , Bl). (10)

Algorithm 1 HQ Method
Input: The weights of l th certain convolution layer W ∈

RH×W×K×K , The manual distance threshold T and the
minimum bit-width bmin.

Output: The bit-width of the current convolution layer and
activation Bl .

1: Initialize the Bl as 8.
2: for n in range (bmin,8) do
3: Cluster weights into 2n clusters via the kmeans++

algorithm and then get the centers ci and samples wi j

of the i th cluster.
4: Calculate the distribution distance according to (6).
5: Update the bit-width Bl by (5).
6: Complete the quantization for the convolution layer weight

and activation by (9) and (10), respectively.

Fig. 4. Bit-width results of each convolution layer at the threshold T = 50.
The values of bit-width progressively decrease with the deepening of the
network layer. In addition, the bit-width of the convolution layer before
the detection module may be relevant large to maintaining more location
discrimination information.

The activation al
i is the range in [0, 1] determined by

a bounded activation function, while the weight wl
i j is not

restricted in a limit boundary. Here, the quantization result of
weight w̄l

i j is the range in [−1, 1], and the quantization result
of activation āl

i is the range in [0, 1]. The Algorithm 1 clarifies
the process of the HQ method. As described in [8], the first and
last layers in the network are sensitive to performance during
the process of quantization. Based on this intuition, the last
detection layer keeps intact to avoid potential degradation of
detection performance.

C. One-to-One Self-Teaching

Previous mixed quantization approaches pay more attention
to the bit-width selection [7], which costs a lot of resources to
obtain the optimal decision. Our HQ method can make a quick
decision with less computation cost. The performance loss is
mitigated through distillation. In general, previous distillation
algorithms are a full precision network, so the network weights
are in the same order of magnitude, and the feature maps
generated by the teacher network and the student network
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are similar. However, in the case of a quantized network, the
student network’s feature map will exhibit weight information
loss due to an increase in zero content. As a result, differences
may arise between the feature map of the teacher network and
that of the student network, making it difficult for the teacher
network to directly guide the student network’s feature layer.
Therefore, we proposed an OST to conquer this question.

Our distilled decision algorithm is designed based on the
SCM mechanism, allowing the teacher and student networks
to adopt a network-adaptive selection strategy for distilled
decisions across different depth layers. In this mechanism,
the distillation switch (DS) is inclined to retain detailed
information at the shallow layers for object detection and
operates according to adaptive selection when transferring
knowledge from favorable teacher network layers. This selec-
tion strategy is conducive to detecting small objects in remote
sensing images and reduces feature extraction and interference
from complex background information through this distillation
method.

Let s = [s1, s2, . . . , sl] represent a set of multiscale feature
maps for the student network and t = [t1, t2, . . . , tl] for the
teacher. To calculate the attention map similar to [46] between
the student feature and teacher feature, we define that each
teacher feature generates a query qi , and each student feature
produces a key k j

qi = Wi · GAP(ti ) (11)
k j = W j · GAP(s j ) (12)

where GAP(·) denotes global average pooling. The parameters
Wi and W j are the linear transition matrices for the i th query
and the j th key. The teacher and student sequences are
concatenated as

q = [q1, q2, . . . , qi , . . . , qL ] (13)
k = [k1, k2, . . . , k j , . . . , kL ]. (14)

The attention map that reveals the internal relationships
between teacher and student features is defined as

a = (q · kT)/
√

d (15)

where d is the dimensionality of q and k.
Here, we introduce the Gumbel-Sigmoid trick [47] to con-

vert the values greater than the threshold to 1 and the rest to 0.
The transformation is defined by the equation

A =
1

1 + e−
log(a)+G

τ

(16)

where τ is a temperature parameter that governs the degree
of smoothing, and the Gumbel noise G is represented as
− log(− log(u)), where u is a vector of samples drawn from
the uniform distribution on the interval [0, 1]. The temperature
parameter τ regulates the smoothness of A.

With a better attention map to mining the internal correlation
of features, we generate a DS mask that can automatically
determine whether to transfer the information from the teacher
to the student at the same site in the network

α = Diag(A) (17)

where SCM digs out the diagonal elements from the attention
map matrix A. We devise the self-feature distillation loss as
follows:

Ls =

m∑
i=0

αi∥ CAP(ti ) − CAP(si )∥2. (18)

Here, CAP represents channel-wise average pooling, and m is
the total number of features utilized for distillation.

Finally, the distillation loss terms are combined with detec-
tion loss and minimized in an end-to-end manner as

Ltotal = βLs + Ldec (19)

where Ldec includes the objectness, location, and classification.
The hyperparameter β indicates the impact balance between
the detection and distillation.

IV. EXPERIMENTAL RESULTS

In this section, we evaluate the proposed method on the
four datasets for remote sensing object detection. We first
demonstrate the experiment setup, including the introductions
of datasets and networks, implementation details, and evalua-
tion metrics. Then, we report the performance of our method
on a dataset in detail, and the mean average precision and
compression ratio are calculated to measure the comprehensive
performance in the accuracy and computation cost.

A. Dataset Description

The publicly available dataset VEDAI [48], (DOTA [49],
NWPU [50], and DIOR [51]) are utilized in experiments to
verify the generation of our proposed algorithm.

1) VEDAI: The VEDAI is a multimodal (RGB and IR)
dataset consisting of 1246 smaller images cropped from the
much larger Utah Automated Geographic Reference Center
(AGRC) dataset. Each image collected from the same altitude
in AGRC has approximately 16 000 × 16 000 pixels, with a
resolution of about 12.5 × 12.5 cm per pixel. The main scenes
of VEDAI include grass, highway, mountains, and urban
areas. The VEDAI dataset contains 11 classes of vehicles.
In this work, we operate on the 512 × 512 images of eight
vehicle classes. We do not consider classes with fewer than
50 instances in the dataset, such as planes, motorcycles, and
buses. The final selected classes include car, pickup, camping,
truck, other, boat, and van. The VEDAI dataset is devised to
tenfold cross-validation. In each split, 1089 images are used
for training, and another 121 images are used for testing.
Our ablation experiments are conducted on the first fold of
the dataset, while the comparisons with previous methods are
performed on the ten folds by averaging their results.

2) DOTA: The DOTA dataset was proposed by
Xia et al. [49] for object detection of remote sensing.
It contains 2806 large images and 188 282 instances, which
are divided into 15 categories. The size of each original
image is 4000 × 4000, and the images are cropped into
1024 × 1024 pixels with an overlap of 200 pixels in the
experiment. We select half of the original images as the
training set, 1/6 as the validation set, and 1/3 as the testing
set. The size of the image is fixed to 512 × 512.
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TABLE I
TRAINING STRATEGY

3) NWPU VHR-10: The dataset of NWPU VHR-10 was
proposed by Cheng et al. [50]. It contains 800 images,
of which 650 pictures contain objects, so we use 520 images as
the training set and 130 images as the testing set. The dataset
contains ten categories, and the size of the image is fixed
to 512 × 512.

4) DIOR: The DIOR dataset was proposed by Li et al. [51]
for the task of object detection, which involves 23 463 images
and 192 472 instances. The size of each image is 800 × 800.
We choose 11 725 images as the training set and 11 738 images
as the testing set. The size of the image is fixed to 512 × 512.

B. Implementation Details

1) Networks: To demonstrate superior performance,
SuperYOLO [44] is tested as a teacher model with our
method. For the multimodal VEDAI dataset, the number of
convolution layers is 47, including one detection layer on a
small scale. For a single modal dataset (DOTA, NWPU, and
DIOR), the number of convolution layers is 61, including
three detection layers on the small, medium, and large scales.
To verify the superiority of the GHOST proposed in this
article, we selected some generic methods for comparison:

One-stage algorithms (YOLOv3 [52], YOLOv4 [21],
YOLOv5 [22], YOLO-Fine [53], YOLOFusion [54], CFT [55],
SuperYOLO, FCOS [24], ATSS [25], RetainNet [23], GFL
[56]); Two-stage algorithms (Faster R-CNN [20]); Light-
weight algorithms (MobileNetV2 [32] and ShuffleNet [33]);
Distillation-based algorithm (ARSD [14]); Remote sens-
ing designed algorithms (FMSSD [57], O2DNet [58]), and
S2A-Net [59]).

2) Training Strategy: Our proposed framework is imple-
mented in PyTorch and runs on a workstation with an NVIDIA
A100-SXM4-80GB GPU. We use different training strategies
for different datasets, and the detail is illustrated in Table I.
In addition, data is augmented with hue saturation value
(HSV), multiscale, translation, left-right flip, and mosaic.
The augmentation strategy is canceled in the test stage. The
standard stochastic gradient descent (SGD) is used to train
the network with a momentum of 0.937 and a weight decay
of 0.0005 for the Nesterov accelerated gradients utilized. The
learning rate is set to 0.01 initially. All the baseline training
process is completed from scratch without any pretrained
model while the GHOST is carried on the baseline model.
In the test stage, the IoU threshold of non-maximum suppres-
sion is 0.6 on NWPU VHR-10 and VEDAI, and it is 0.4 on
DOTA and DIOR.

3) Evaluation Metric: For the detection result, the IoU is
defined as the ratio of the intersection and union of two boxes.
During the evaluation, according to the IoU of predicted boxes
and ground truths, each sample will be assigned attributes:
true positive (TP) for correctly matching, false positive (FP)
for wrongly predicting the background as an object, and false
negative (FN) for the undetected object. During the evaluation,
all the detection boxes are sorted in order of confidence score
from high to low and then traversed. In the traversed process,
the calculations of the precision and recall metrics can be
defined as

Precision =
TP

TP + FP
(20)

Recall =
TP

TP + FN
. (21)

The precision and recall are correlated with the commis-
sion and omission errors, respectively. The AP values use
an integral method to calculate the area enclosed by the
precision–recall curve and coordinate axis of all categories.
Hence, the AP can be calculated by

AP =

∫ 1

0
p(r)dr (22)

where p denotes precision, and r denotes recall. The mAP is
a comprehensive indicator obtained by averaging APs for all
classes. Moreover, we choose bit-operations (BOPs) count [60]
and parameters to measure the compression performance. The
BOPs of convolution are calculated as follows:

BOPsl = cl−1 × cl × wl × hl × kw × kh × bw,l × ba,l−1.

(23)

The hl , wl , and cl are the height, width, and several channels
of the lth layer output feature map, respectively. bw,l and ba,l

denote lth layer weight and activation bit-widths. The kh and
kw are the convolution kernel sizes. The parameters (params)
are defined as

params =
cl−1 × cl × kh × kw × bw,l

8 bits
(B). (24)

C. Ablation Study

In this section, we conduct the ablation experiments of our
GHOST framework. We explore how each module (HQ and
OST) compresses the model and promotes the performance of
the small student model. Besides, the experiments of different
distillation algorithms and distillation hyperparameters’ opti-
mization are carried out. We conduct ablation experiments on
the dataset of VEDAI for object detection.

1) Validation of HQ: Distribution distance HQ can inte-
grate device n-bit settings for the network, so we experiment
with such variations of integrated hybrid n-bit quantiza-
tion. To analyze performance differences, we compare fixed
DoReFa-Net [8] and various hybrid DoReFa-Net quantization
methods on the SuperYOLO detection network. As illustrated
in Table II, the HQ is the proposed hybrid quantization
method, and the ·W·A presents the traditional unified bit-width
quantization algorithm except 32W32A represents the full
precision network. Max and Min denote the maximum and
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TABLE II
COMPARISON RESULT OF THE TRADITIONAL QUANTIZATION METHOD

AND OUR MIXED-BIT QUANTIZATION AND WE USE
THE SAME ABBREVIATION IN THE FOLLOWING

SECTIONS ON THE VEDAI DATASET

minimum bit-width in the quantization model. HQ enables
the quantization model to preserve the significant information
to achieve the minimal accuracy loss possible. According to
Table II, the HQ module achieved higher detection accuracy,
with values of 79.57%, 78.42%, and 75.76%, respectively,
compared to fixed quantization at different computation orders.
The improvement in mAP50 is significant, with increases of
3.7%, 2.5%, and 1.62%. Additionally, the HQ requires less
memory than fixed quantization at different quantize levels,
with 4.34, 2.49, and 1.87 MB parameters, which are 0.49,
1.14, and 0.56 MB less than fixed quantization at 8W8A,
6W6A, and 4W4A quantize levels, respectively. Furthermore,
the computation cost of the HQ is also lower, with 1123.12,
691.88, and 371.23 G BOPs, which are 77.98, 35.16, and
11.68 G BOPs less than fixed quantization at 8W8A, 6W6A,
and 4W4A quantize levels, respectively. The HQ achieves
better accuracy in the VEDAI dataset than the accuracy
of fixed quantization, costing fewer computation resources
(parameters and BOPs). The accuracy of the detection model
decreases as the number of quantization bits decreases. This
can be attributed to the fact that the reduction in the number
of model parameters results in the loss of some information
at some important layer, leading to a decline in accuracy. The
impact is particularly significant when using only two bits,
which results in an accuracy of only 45.08% mAP50. HQ can
effectively address this issue by allocating larger bit-widths
to the most important layers, thereby reducing the amount of
information loss during quantization. Hence, it is significant
to design an HQ framework that can reduce information loss
with a small number of acceptable parameters to improve
performance.

2) Effect of OST Module: After the HQ module has been
added to the network, we also adopt OST within the three-
quantization scale. Table III is based on SuperYOLO, which
is used as the teacher network and student network simul-
taneously. The experiments are carried out on the VEDAI
dataset. The distillation algorithm does not introduce extra
parameters and computation. The results demonstrate that the
OST module is effective in restoring the detection performance

TABLE III
VALIDATION RESULT OF THE SELF-DISTILLATION METHOD IN

THE DIFFERENT MODEL SIZE ON THE VEDAI DATASET

TABLE IV
COMPARISON WITH SOTA DISTILLATION METHOD

FOR DETECTORS ON THE VEDAI DATASET

TABLE V
MAP COMPARISONS OF DIFFERENT β VALUE ON THE VEDAI DATASET

of the typical network that has been quantized. Specifically,
the mAP50 and mAP of the quantized network with OST are
improved by 0.59%, 1.04%, 2.35%, and 0.55%, 2.25%, and
2.62%, respectively, at different computation orders.

3) Comparison With the SOTA Distillation Method: In addi-
tion, Table IV shows the comparisons between the proposed
OST module and existing distillation frameworks. The HQ
model (T = 0.1, Min = 2, and Max = 8) is used in all
the methods to search the distillation method for an adaptive
quantization network. OST achieves superior performance
mAP50 and mAP in the field of remote sensing with values
of 78.59% and 47.14%, respectively, under the premise of the
same computation cost, while the ZAQ, AFD, and ReviewKD
lead to an accuracy degradation of the quantization network.
And also, it can be proved that OST distillation is a benefit
for the guidance between the full-precision model and the
quantization model.

4) Hyperparameters’ Optimization: As presented in
Section III-C, β is the distillation weights of the OST
module, so we compare the performance of the distillation
in the different weights, which are shown in Table V.
We conduct the hyperparameter experiment on the VEDAI
dataset on GHOST to find the best β. As shown in Table V,
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Fig. 5. Comparisons of the teacher model and lightweight model by parameters and BOPs on the four datasets (VEDAI, DOTA, NWPU, and DIOR). The
BOPs and parameters of the lightweight model are smaller, and the inference speed is faster. (a) Params (MB). (b) BOPs.

the model reaches the best when β = 400 at the T = 0.1 and
when β = 500 at the T = 4 or T = 52.

5) Lightweight Analysis: Owning to the GQSD design
idea, our student model is very lightweight. We compare
the GHOST and the teacher model regarding parameters and
BOPs on the four datasets. As Fig. 5 shows, GHOST has
smaller model parameters and fewer BOPs than the teacher
model regardless of which dataset. Hence, our compression
strategy for the lightweight model is more practical to be
deployed on intelligent terminals.

6) Visualization, Analysis and Discussion About Distil-
lation: To investigate the learned relation of information
between the teacher and student model, we depict the attention
maps using EigenCAM [61]. There are three important obser-
vations that align with our aforementioned analyses in Fig. 6.

1) The network acquires finer details surrounding the object
at the shallow layers, such as the third and fifth modules
depicted in the figure. These finer details are beneficial
in detecting smaller objects. To ensure that knowledge is
transferred effectively between the teacher and student
networks at these layers, the α coefficient for distillation
is assigned to 1.

2) The middle layers in the network, specifically the 8th–
13th modules illustrated in the figure, learn about the
context of the object with a broader surrounding area,
and the holistic information that includes the object
nearby. The network dynamically makes distillation
decisions to preserve comprehensive information about
the object while filtering out irrelevant background infor-
mation. The network adapts its decision-making based
on the distillation relationship between the teacher and
student networks and retains the distillation relationship
of the 10th and 12th modules, which contain the holistic
information of the object while eliminating the distilla-
tion relationship of the 8th module, which focuses on
the background information.

3) Moving to the deeper network layers, such as 16th–23rd
modules in the figure, the network obtains high-level
semantic information that is no longer object-specific.
However, object-specific details are essential for the crit-
ical task of object localization in the detection network.

To prioritize learning complex and abstract features
for the student network, the network suppresses the
influence of the teacher network in these layers by
setting the α coefficient to 0.

D. Results and Discussions

In this section, we compare our lightweight model with
other classic heavy object detection methods. As shown in
Tables VI and VII, experiments on the four datasets prove the
efficiency and efficacy of the GHOST framework. Not only
does our lightweight have higher accuracy, but also it has
strong information retention capability under extreme model
compression.

1) VEDAI: Our GHOST achieves 71.31% mAP50 com-
pared with other detectors, surpassing the one-stage series
mentioned in Table VI. Our model achieves the lowest model
parameters (4.1 MB) and BOPs (1044 G). It is evident from
the results that SuperYOLO outperforms all other frameworks
except YOLOFusion. Although YOLOFusion has slightly bet-
ter results, it uses pretrained weights from MS COCO [65]
and has approximately three times more parameters than
SuperYOLO. On the other hand, YOLO-Fine performs well on
a single modality but lacks the development of multimodality
fusion techniques. The usage of GHOST can assist SuperY-
OLO in reducing the model size by 78.8% and computation
cost by 93.9% at the expense of a 3.78% mAP50 decrease in
accuracy. Nevertheless, even with this trade-off, GHOST still
outperforms YOLOv3, YOLOv4, YOLOv5, and YOLO-Fine.
The detection accuracy of GHOST is 0.81% mAP50 lower
than CFT, but its model size and computational cost are only
0.5% of CFT.

2) DOTA-v1.0: As presented in Table VII, our GHOST
achieves the optimal detection result (69.02% mAP50), and
the model parameters (9.7 MB) and BOPs (2146 G) are
much smaller than other detectors regardless of the two-stage,
one-stage, anchor-free, or distillation-based method. We also
compare two detectors designed for remote sensing imagery:
FMSSD, O2DNet, and S2A-Net. Although these models have
superior performance compared with our lightweight model,
the huger parameters and BOPs seem to be a massive cost in
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Fig. 6. Visualizations of learned attention map using EigenCAM [61], [62] of the teacher full-precision model and student quantization model. In each group
of them, the numbers in black represent the nth module in the network. The numbers in green and red represent DS mask α which means whether to transfer
the information from the teacher to the student at the same site in the network.

TABLE VI
PERFORMANCE OF DIFFERENT ALGORITHMS ON VEDAI ON THE TEN FOLDS TESTING SET. † AND ‡ REPRESENT THAT THE METHODS

USE THE WEIGHT OF YOLOV5S AND YOLOV5L, RESPECTIVELY, ON THE MS COCO [65] DATASET AS THE PRETRAINING
WEIGHT OF NETWORK. ∗ REPRESENTS THE IMAGE SIZE USED IN NETWORK IS 640 × 640

computation resources. Hence, our model has a better balance
considering detection efficiency and efficacy. Compared to

the distillation-based method ARSD (−3.37%), the GHOST
obtains an even smaller accuracy gap (−0.97%) between
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Fig. 7. Comparison of the efficiency between the current methods and our method on the three datasets. The bigger size of cycles represents costing more
parameters. (a) DOTA. (b) NWPU. (c) DIOR.

TABLE VII
PERFORMANCE OF DIFFERENT ALGORITHMS ON DOTA, NWPU AND DIOR TESTING SET

the student and teacher networks. It demonstrates that our
GHOST method can transfer sufficient knowledge to guide
the learning of the student model, and the misunderstanding
between both models can be reduced by the SCM training
strategy.

3) NWPU: We compare the results of our method with
other approaches on the NWPU dataset. As shown in
Table VII, our GHOST obtains the best result (91.97%
mAP50) with the smallest amount of model parameters
(8.5 MB) and the fewer BOPs (1927 G).

4) DIOR: As illustrated in Table VII, our GHOST achieves
the optimal detection result (71.53% mAP50), and the model
parameters (9.3 MB) and BOPs (2158 G) are much smaller
than other detectors regardless of the two-stage, one-stage,
anchor-free lightweight, distillation-based methods. It reveals
the solid ability for compress models and the power capacity

of object detection in remote sensing imagery. The accuracy
of the student GHOST is only a bit less 0.4% than the teacher
network, compared with ARSD (1.6%).

To show the performance of our algorithm more intu-
itively, we compare the mAP50, parameters, and BOPs of
various algorithms in Fig. 7. It can be evident that GHOST
has a better trade-off between performance and lightweight.
The visualization results on the three datasets are illustrated
in Fig. 8, in which we can see that the GHOST can easily
detect objects at different scales.

Furthermore, we discuss the generation in the different
object representations. As described in (3), the proposed
distillation loss function is designed on the features of the
intermediate layer without being limited by the target represen-
tation. To validate the generation in the different representation
methods, such as OBB, we applied our proposed method to

Authorized licensed use limited to: XIDIAN UNIVERSITY. Downloaded on January 11,2024 at 07:02:21 UTC from IEEE Xplore.  Restrictions apply. 



ZHANG et al.: GUIDED HYBRID QUANTIZATION FOR OBJECT DETECTION IN REMOTE SENSING IMAGERY 5614815

Fig. 8. Three sets of visualization results. (a) DOTA. (b) NWPU. (c) DIOR.

TABLE VIII
COMPARISON IN THE DIFFERENT OBJECT REPRESENTATION

(OBB) ON THE DOTA DATASET

TABLE IX
COMPARISON OF TIME COST OF SUPERYOLO METHOD

WITHOUT AND WITH GHOST PER 512 × 512 IMAGE

the S2A-Net [59] as shown in Table VIII. GHOST slightly
reduces the mAP50 score by 0.54 but reduces half the number
of parameters from 142.8 to 67.9 MB and half the number
of BOPs from 100 346 to 58 253 G, making the network
more efficient. The results demonstrate that incorporating
the GHOST module can significantly reduce the model size
and computation cost without sacrificing the detection per-
formance. Overall, the proposed method achieves competitive
performance with fewer parameters and BOPs, demonstrating

its effectiveness for object detection with OBB representations.
We also test the real speed of our implementation when
quantizing SuperYOLO with GHOST on GPU. As shown in
Table IX, the inference speed using GHOST is much faster
than that of the SuperYOLO full-precision method.

V. CONCLUSION

In this article, we propose a GHOST framework for
a lightweight object detection method in remote sensing
imagery. We first design a GQSD structure which is not only
a training technique to preserve model performance but also a
method to compress and accelerate models. Although most of
the previous research focuses on knowledge transfer among
different models, we believe that inside distillation is also
very promising. Second, we propose an HQ that captures the
optimal bit-width selection based on an adaptive way in the
weight value research space to break the limit of the fixed
quantization model accuracy. Third, the proposed OST module
gives the student network of self-judgment through an SCM
that accurately handles the knowledge transformation. It can
dynamically discriminate the wrong guidance and mine the
effective knowledge from the teacher. The experiments based
on the VEDAI, DOTA, NWPU, and DIOR datasets certify
that our GHOST achieves superior performance compared
with other detectors. It can well balance the tradeoff between
accuracy and specific resource constraints.
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